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Abstract. Empathic computing is an emergent paradigm that enables a system 
to understand human states and feelings and to share this intimate information. 
The new paradigm is made possible by the convergence of affordable sensors, 
embedded processors and wireless ad-hoc networks. The power law for multi-
resolution channels and mobile-stationary sensor webs is introduced to resolve 
the information avalanche problems. As empathic computing is sensor-rich 
computing, particular models such as semantic differential expressions and 
inverse physics are discussed. A case study of a wearable sensor network for 
detection of a falling event is presented. It is found that the location of the 
wearable sensor is sensitive to the results. From the machine learning algorithm, 
the accuracy reaches up to 90% from 21 simulated trials. Empathic computing 
is not limited to healthcare. It can also be applied to solve other everyday-life 
problems such as management of emails and stress.  

1   Introduction 

The function of aging is disability. Cataracts, Alzheimer and Osteoporosis, for 
example, are common symptoms of old age. The Impressionist painter Claude Monet 
is believed to have developed cataracts in later life, and the effect may be seen in his 
paintings. Tones in his later paintings became muddy; whites and greens became 
yellow [6,85]. Edgar Degas was almost blind for his last twenty years. He worked 
mostly in pastel with increasingly broad, free handling. Henri Matisse lost his 
mobility in his later years. He had to draw from his bed and let his assistant cut the 
paper. Like those painters, most senior citizens prefer to live in their own homes 
independently. Can a machine have empathy to understand human’s feeling or states? 
What can an empathic artifact do for us at home?   

For decades, computers have been viewed as apathetic machines that only accept 
or reject instructions. Whether an artifact can understand human’s feeling or state is a 
paradox of empathy. René Descartes claims that thoughts, feelings, and experience 
are private and it is impossible for a machine to adequately understand or know the 
exact feelings of people. On the other hand, Ludwig Wittgenstein states that there is 
no way to prove that it is impossible to adequately imagine other people’s feeling 
[44]. Alan Turing argues that machine intelligence can be tested by dialogs through a 
computer keyboard [53,73,79]. In our case, the Turing Test can be simplified as a 
time-sharing test, where empathic machines and humans coexist in a care-giving 
system with a time-sharing schedule. If a person receives care continuously, then we 
may call the system ‘empathic’.  
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Empathic computing emerges as a new paradigm that enables machines to know 
who, what, where, when and why, so that the machines can anticipate and respond to 
our needs gracefully. Empathic computing in this study is narrowed down to 
understand the ‘low-level’ subconscious feelings, such as pain, illness, depression or 
anomaly. Empathic computing is a combination of Artificial Intelligence (AI), 
network communication and human-computer interaction (HCI) within a practical 
context such as healthcare.  

The AI program ELIZA is perhaps the first artifact that is capable to engage in an 
empathic conversation [80]. Based on simple keyword matching, the program appears 
to be a ‘good listener’ to psychiatric patients. This shows that a small program could 
generate pseudo-empathy at a certain degree. However, human feelings and states are 
more than just verbal communication. We watch, listen, taste, smell, touch and search. 
Warwick’s project Cyborg [83] is probably the most daring physical empathic artifact. 
The pioneer implanted an electrode array under his skin that interfaced directly into 
the nervous system. The signal was fed into a robot arm that mimicked the dynamics 
of Warwick's own arm. Furthermore, the researcher implanted a sensor array into his 
wife’s arm with the goal of creating a form of telepathy or empathy using Internet to 
communicate the signal remotely. 

With the growing need for home health care, empathic computing attracts attention 
from many fields.  Recent studies include designing a home for elderly people or 
people with disabilities [17].  Healthcare systems are looking for an easy and cost-
effective way to collect and transmit data from a patient’s home. For example, a study 
[26] shows that the GSM wireless network used by most major cell phone companies 
was the best for sending data to hospitals from a patient’s home. Universities and 
corporations have launched labs to explore the healthy living environment, such as 
LiveNet [65,40], HomeNet [28], and Philips’ HomeLab [27]. Furthermore, 
Bodymedia has developed the armband wearable sensor [8,20] that tracks body 
temperature, galvanic skin response, heat flux, and other data. The data are then 
uploaded to a special web site for food and nutrition advices. 

In this paper, we explore concepts of empathic sensor webs and related empathic 
computing methods. As a case study, we focus on the wearable sensor network for 
anomalous event detection at home. Using a simple distributed wireless sensor 
network and an equally simple algorithm, we are able to determine if the person is in 
trouble in real time. They may have fallen over and hurt themselves; their body 
temperature may be abnormal; or they may have stopped moving for an extended 
period of time. It would be valuable to alert the appropriate persons for assistance. 

2   Empathic Sensor Web 

Alarm pheromones are released by insects such as fish and bees when they alert 
others of danger [61,42,88]. Although human alarm pheromones are still debatable, 
there is no doubt that our instinct often makes us aware of dangerous situations. 
People can usually sense trouble with a car from noises, vibrations, or smells. An 
experienced driver can even tell where the problem is. Empathic computing aims to 
detect anomalous events from seemly disconnected ambient data that we take for 
granted. For example, the human body is a rich ambient data source: temperature, 
pulses, gestures, sound, forces, moisture, et al. Also, many electronic devices provide 
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pervasive ambient data streams, such as mobile phones, surveillance cameras, satellite 
images, personal data assistants, wireless networks and so on. The peripheral vision of 
the redundant information enables empathic sensor webs.   

Early sensor webs were developed for environmental monitoring [19]. For 
example, the geographical information system developed by Jet Proportion 
Laboratory provides a pervasive, continuous, embedded monitoring presence. The 
concept is to deploy a large number of affordable heterogeneous sensors to form a 
macro instrument. The growing online sensors and mobile computing enable the 
sensor-rich Internet for serendipitous empathic systems. Unlike traditional sensor 
networks, empathic sensor webs have unique characteristics: affordability and 
interaction. In the following sections, we will discuss these in detail. 

2.1   Serendipitous Sensors 

Mass-produced electronic devices such as cable television sets and mobile phones 
provide affordable platforms for ad-hoc sensing and communication at a low cost. This 
is in contrast to the traditional sensor networks, which were mainly developed in 
government-sponsored institutes, large corporations or the military, where the market 
scale is very limited. Many commercial off-the-shelf devices can be used as sensors for 
empathic webs. For example, a webcam can be used for monitoring the elderly when 
they are at home alone [48]. A mobile phone can also be a diagnostic tool. As the 
sounds generated by breathing in asthma patients are widely accepted as an indicator of 
disease activity [63,49], researchers have investigated the use of a mobile phone and 
electronic signal transfer by e-mail and voice mail to study tracheal breath sounds in 
individuals with normal lung function and patients with asthma [5]. The results suggest 
that mobile phone recordings clearly discriminate tracheal breath sounds in asthma 
patients and could be a non-invasive method of monitoring airway diseases.  

For over two thousand years, physical inspection has been a unique and important 
diagnostic method of Traditional Chinese Medicine (TCM). Observing abnormal 
changes in the tongue, blood volume pulse patterns, breath smells, gestures, etc., can 
aid in diagnosing diseases [94]. TCM diagnosis is a black-box approach that involves 
only input and output data around the body. For many years, scientists have been 
trying to use modern technologies to unleash the ancient knowledge base. For 
example, the computer-based arterial blood-volume pulse analyzer is a ‘rediscovery’ 
of the diagnostic method originated from ancient TCM [24].  

Visual inspection of the tongue has been a unique and important diagnostic method 
of Traditional Chinese Medicine (TCM) for thousands of years. Observing the 
abnormal changes in the tongue proper and in the tongue coating can aid in 
diagnosing diseases [56]. The inspection of the tongue comprises the inspection of the 
tongue body and the coating. The tongue body refers to the tissue of the muscle and 
blood vessels, while the coating refers to something on the tongue like mosses, which 
are formed, according to the theory of TCM, by the rising of the ‘qi’ (energy) of the 
spleen and stomach. In the study [10], the author uses a portable digital scanner to 
acquire the tongue image. The features on the tongue are represented as a vector of 
variables such as color space coordinates L*a*b, texture energy, entropy and fractal 
index, as well as crack index. With Probability Neural Network, the model reveals the 
correlation between the colon polyps and the features on the tongue. Although the 
study is preliminary, it shows the potential of inexpensive mobile cameras playing a 
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role in healthcare. TCM diagnos is is not a replacement of the modern diagnostic 
technologies such as MRI, CT, Ultrasound, DNA, but an alternative tool for early 
warning that brings people for further clinical diagnoses. With the growing digital 
technologies, it is possible to see more personal diagnostic tools in stores, just like 
those pregnancy test kits or diabetes self-test kits today.   

 

Fig. 1. Pocket PC-based tongue imaging system 

Many existing information systems may also be used as empathic sensor webs. A 
wireless local network, for example, can provide a serendipitous user positioning 
system. Based on the Radio Signal Strength Indication (RSSI) in an indoor wireless 
environment, the system can estimate the distance between the access point and the 
wireless device. The triangulation of the user’s location can be calculated from 
multiple access points. However, in many cases, only one access point is actively 
connected. Indoor furniture information and the Bayesian model are used to improve 
positioning accuracy with physical constraints and historical ground truth data. 
Figure 2 shows a screen capture of the wireless laptop positioning output. With 
mobile sensors such as RFID (Radio Frequency Identification) tags and multiple 
readers, a positioning system can also be configured in addition to the WiFi (Wireless 
Fidelity) system. Combined with multi-modal sensors, such as RFID, sound, infrared 
and magnetic signals, the positioning accuracy can be further improved. 

The widely distributed open sensory system also raises serious concerns about data 
privacy [69]. Figure 2 shows an output from a wireless device positioning system at a 
building, where the location of wireless users and access points are visible on the 
Internet. The identity of users is replaced with a dot to preserve individual privacy. 

2.2   Interacting with Sensor Web 

For many years, sensor networks have often referred to the networked stationary sensors 
that are embedded inside the infrastructure systems. For example, surveillance cameras, 
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Fig. 2. Screen capture of the real-time wireless positioning system 

WiFi access points, RFID readers, smart carpets, IR motion sensors, proxy sensors and 
so on.  Stationary sensors are normally ubiquitous and fast in communication. However, 
they have dead zones and poor scalability. For example, for house monitoring, the more 
rooms in a house, the more cameras are needed. Consequently, the cost of a sensor 
network in a home would grow exponentially as rooms increase.  

To solve the scalability problem, one solution is to enable mobile sensors interacting 
with stationary sensor networks. Mobile sensors include wearable or portable sensors, 
such as implanted RFIDs, mobile phones, e-watches, armband sensors, smart shoes or 
smart clothes. Mobile sensors can be configured as ad-hoc sensor networks by 
themselves, e.g. ZigBee ad-hoc network. These sensors are intrusive, but have a good 
spatial and temporal scalability if the number of people is small.  

 

Fig. 3. A camera view of a nursing home with an overlay of a trajectory of the tracked human 
head positions (stationary sensor, left) and a prototype of the wearable infrared, temperature 
and motion sensors (mobile sensor, right) 
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2.3   Power Law of Resolution 

A growing number and variety of sensors and other data sources are generating ever-
larger volumes of data, including text, numeric, geospatial, and video data. Sensor 
webs would bring an ‘information avalanche’ to us that may overwhelm our data 
interpreting systems. The Radio Frequency Identification system is a vivid example. 
A large number of RFID across checkpoints in a supermarket may jam the network 
and computer systems. Distributed or localized data processing is necessary for sensor 
webs for the manageable network traffic control and computing resources. We must 
minimize the information flow while maximizing the perceptual capacity in a sensor 
web. Fortunately, the most important advantage of a sensor web is its interactivity. 
Multiple low-resolution sensors online may generate high valued results.  

The fidelity of a sensor web can be distributed as a power law, or Pareto curve. 
Thus, we have about 80% low resolution and 20% high resolution. Human 
information processing follows the power law. If the data are plotted with the axes 
being logarithmic, the points would be close to a single straight line. Humans process 
only a very small amount of information in high fidelity, but large amounts of 
information in middle or low fidelity. The amount of processed information is roughly 
inversely proportional to its level of fidelity. Therefore, we have a fidelity power law 
for assigning the information processing capability for sensory channels. Given the 
amount of sensory information X, and the processing fidelity Y, the relation can be 
expressed as: 

Y = − a · log( X)  +b (1) 

where a and b are the constants. For example, we have surprisingly low visual acuity 
in peripheral vision (rods) but very high visual acuity in the center of gaze (cones). 
Curiously, despite the vitality of cones to our vision, we have 125 million rods and 
only 6 million cones. Our gaze vision is optimized for fine details, and our peripheral 
vision is optimized for coarser information.  

Because network capacities are limited in comparison with those of wired 
networks, wireless networks are much more susceptible to overload if the wrong data 
is transmitted or is sent to the wrong people at the wrong time. Sending video to 
someone who does not want or need it not only distracts the human, but also uses up 
network bandwidth that cannot be used for something more useful. One approach is 
content routing, which attempts to move data to where it is needed for analysis or 
decision making without overloading wireless links. Another strategy is to anticipate 
the locations where many people will need to look at a particular piece of information, 
and then move that information to a local server for later asynchronous access.  

Considering a remote sensing system for monitoring a community of elderly 
people, how many screens do we need for the control room? How many operators do 
we need for vigilance around the clock? In author’s recent study [11], eye gaze 
tracking and face detection technologies are applied to optimize the throughput of a 
wireless mobile video network. From the empirical experiments it is found that 
multiple resolution screen switching can reduce the network traffic about 39%. With 
eye gazing interface, the throughput of the network reduced about 75%. Combining 
the eye tracking and face detection in the video, the overall throughput reduction 
reaches about 88%.  
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3   Sensor-Rich Computing 

Empathic sensor webs bring a new paradigm of sensor-rich computing that does more 
distributed measurements than centralized computing, which exists in nature for 
millions of years. For example, a modern aircraft requires about 6 million lines of 
code to be aware of its situations, based on a few sensors. On the other hand, a fly 
uses only a few hundred neurons in its brain (about 2 percent) to do the same job. 
About 98% of the neurons the fly uses are devoted to process near one million 
channels of sensory data [93]. In light of this, we could use more distributed sensors 
to replace the heavy-duty centralized computing. This also suggests that there is no 
need for high-resolution sensors. Instead, a large number of coarse-grained sensors 
could give reasonable results. Most biosensors are transformers that convert one kind 
of signals into another. A crock ranch can feel human motion by sensing the airflow 
that passes its hairs. Obviously, it is not capable to solve the complex fluid dynamics 
equations [54].     

An ad-hoc sensor web may generate more data than we can handle. Most 
information today hasn’t been analyzed even if it actually contains actionable 
information. Automation is essential to process, filter, and correct this flood of data, 
and to present it as accurate and actionable information for humans. As information 
from multiple sources flows up to higher levels, a more complete picture can be 
created, enabling adjudication at the higher level to correct erroneous information that 
has arisen at lower levels. Adjudication also helps reduce the volume of information 
being pushed up, which can overwhelm decision-makers.  

 
 

 
 

Fig. 4. Expressions of pain in pictures, numbers and words1 

                                                           
1 From Hockenberry MJ, Wilson D, Winkelstein ML: Wong's Essentials of Pediatric Nursing, 

ed. 7, St. Louis, 2005, p. 1259. Used with permission. Copyright, Mosby. 
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3.1   Semantic Differential Representation 

The Semantic Differential method measures perceptual and cognitive states in 
numbers or words. For example, the feeling of pain can be expressed with adjectives, 
ranging from weakest to strongest. Figure 4 shows a chart of visual, numerical and 
verbal expressions of pain in hospitals: No Hurt (0), Hurts Little Bit (2), Hurts Little 
More (4), Hurts Even More (6), Hurts Whole Lot (8) and Hurts Worst (10). 

The physical feeling can be quantified with mathematical models. When the 
change of stimulus (I) is very small, we won’t detect the change. The minimal 
difference (ΔI) that is just noticeable is called perceptual threshold and it depends on 
the initial stimulus strength I. At a broad range, the normalized perceptual threshold is 
a constant, ΔI/I = K. This is so-called Weber’s Law [39].  

Given the perceptual strength E, as the stimulus I changes ΔI, the change of E is 
ΔE. We have the relationship ΔE = K*ΔI/I. Let ΔI be dI and ΔE be dE, thus we have 
the so-called Weber-Fechner’s Law: 

E = K*ln(I) + C (2) 

where, C is constant and K is Weber Ratio, I is stimulus strength and E is the 
perceptual strength. Weber-Fechner’s Law states that the relationship between our 
perceptual strength and stimulus strength is a logarithm function. Studies show the 
values of Weber Ratios: sound strength 0.088, sound pitch 0.003, pressure 0.136, and 
illumination 0.016 [39]. 

3.2   Inverse Physics 

Inversion is the process of retrieving physical properties [P] from observations [P = 
f -1(O)]. For example, for given vibration, sound and infrared signals, the state of people 
in a room can be estimated from physical models [B = f(W)]. The simplest inversion to 
retrieve human state W from observation B [W = f -1(B)] is a linear regression  

W = C1B1,h + C2B1,v + C3B2,h + +… (3) 

For given physical properties, we can generate a library of high resolution 
simulation results for sensors. Most inverse problems are nonlinear in nature [74]. 
The generalized nonlinear regression (GNR), a machine learning model [29], can be 
used to estimate the human states from observations:  
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where ˆ
iW and ˆ

jiB are human states and observations from forward model simulations 

and previous retrieval results. ρ is a correlation factor between observation channels, 
and σ is measurement error of ˆ

jB . Based on radial-bases neural networks, GNR is a 

non-parametric estimation method. Retrievals using GNR are as straightforward as 
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linear regressions, but yield more accurate results. GNR has been tested in many remote 
sensing applications. With all the existing simulation models, we can produce 
equivalent ˆ

iW and ˆ
jiB for interested events from forward simulation. Comparing with 

other inverse methods, GNR is more universal since it does not require a priori 
information. However, GNR is not necessarily an ideal candidate for embedded sensor 
fusion due to its large memory demand. To improve the parallelism of the algorithm, we 
modify the GNR to its subset, the Koheren Model [33,34], or Radial Basis Function 
(RBF) model, which is simpler and easier to be embedded and parallelism. 
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where each iB̂  is a kernel center and where ()dist is a Euclidean distance calculation. 

The kernel function Di is defined so that it decreases as the distance between Bu and Bi 

increases. Here k is a user-defined constant that specifies the number of kernel functions 
to be included. The Gaussian function Di is centered at the point 

iB̂ with some variance 

σu
2.  The function provides a global approximation to the target function, represented by 

a linear combination of many local kernel functions. The value for any given kernel 
function is non-negligible only when the input B

v
 falls into the region defined by its 

particular center and width. Thus, the network can be viewed as a smooth linear 
combination of many local approximations to the target function. The key advantage of 
RBF networks is that they contain only summation of kernel functions, rather than 
compounded calculation, so that RBF networks are easier to be parallelized. In addition, 
RBF networks can be trained with a matrix of weights so that they need less memory 
than GNR that stores a sequence of historical data.  

3.3   Inversion-On-Chip 

Sending raw data to a server would saturate the bandwidth of a sensor web.  To solve 
the problem, we have also implemented the above algorithms on the Field 
Programmable Gate Array (FPGA), which is reconfigurable and parallel [89]. 
Inversion-on-chip enables us to offload the data traffic from the sensor web and 
synthesize the alarm pheromones in real-time. A prototype of the physical inversion 
models is constructed on the NI PXI-7831R FPGA prototyping board. The FPGA 
Vertex II 1000 contains 11,520 logic cells, 720 Kbits Block RAM, and 40 embedded 
18x18 multipliers. Figure 5 shows a basic design for GNR on FPGA. 

To increase the capacity and speed, we have also implemented Radial Basis 
Function, a subset of the Generalized Non-linear Regression model. The RBF model 
increased the capacity in two folders and up.  

We have the following preliminary results through our benchmark experiments: 1) 
the FPGA chip over-performance Pentium at least two to three orders of magnitude in 
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Fig. 5. Basic design for GNR implementation on FPGA 

terms of speed. For example, for the GNR model, the FPGA uses 39 μs with 10 MHz 
clock speed. Pentium uses between 1000 μs and 2000 μs with 1 GHz clock speed. 2) 
The fixed point Radial Basis Function algorithm demonstrated ideal parallelism as the 
number of simultaneous basis compares increases. Figure 6 shows the computing time 
for the parallel processing for GNR and RBF models (left) and the resources 
utilization by the two models (right). 

 

Fig. 6. Computing Time (left, 2 Inputs and 100 Basis) and Resources Utilization (right) 

4   Anomaly Detection – Case Study 

Detecting elderly people’s health states at home has been an increasing demand. 
There are many solutions for detecting a fall, such as passive sensor networks and 
active sensory networks. In our trials with wireless sensor networks, we were using a 
MICA2/DOT development platform [16].  These sensors are easy to set up and are 
able to sense temperature, x and y position, light, sound, and x and y acceleration.  
These nodes are compatible with TinyOS. This is an open source platform for node 
programming.  Our initial setup is very humble: one base station connected to a 
computer, and one node attached to the subject (Figure 7).   

This, of course, can be extended to include multiple nodes all over the body as well 
as all over the house.  By using these tiny sensors, our goal is to determine, in the most 
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accurate and non-intrusive way possible, if someone has fallen down. Our algorithm 
must be able to process data quickly, and to distinguish a fall from other daily activities 
such as sitting or lying down, bending over, etc. This simple test is to show that wireless 
sensor networks can be used reliably to send data back to a hospital or care-giver.  

4.1   Sampling Rate and Sensor Placement 

When choosing a sampling rate for the sensor, we need to determine how fast a person 
falls and also how fast the sensor could reliably send data back to the base node. In the 
beginning, our sensor’s sampling rate was at four seconds.  With this slow sampling 
rate, one could see that the person was standing, and then fallen, but it was hard to find 
where the initial fall was.  We increased the sampling rate to four times per second and 
then we were able to see the change as the person fell.  Four times per second was 
chosen because it gives enough data to determine a fall, but it is slow enough so that 
more sensors could be added and the network would not slow down. 

 

Fig. 7. The sensor web test bed 

 

Fig. 8. Example of node placed on body 



78 Y. Cai 

The position of the sensor was another factor that was very important. Our goal is 
to make the sensor invisible to the user, yet still very functional.  As you will see, we 
tried several different locations including the knee, the belt, the shoulder, and the 
forehead.  When the sensor was placed on different parts of the body, it would give 
very different readings due to the different movements of the particular body part.  
We wanted to pick the part of the body that gave us the cleanest readings and that was 
also easy for the user to wear.  The belt and the forehead gave us the best readings.  
We decided that the belt would be more realistic for a person to wear all the time than 
the forehead.  

 

Fig. 9. Differences in fall when sensor was placed on different parts of the body. Starting at the 
top left and going clockwise we have sample fall data from belt, forehead, right shoulder, right 
knee. 

4.2   Empirical Studies 

In our design, we set up the system to log all the data received from the nodes into a 
SQL compliant database.  We did this for a few reasons.  First of all, the data is kept in a 
place that can be easily accessed by programs or hospitals that need to check all data to 
see if there are changes over time in various areas.  Another reason is that if all the data 
is in a database, the programs can be set up to run from anywhere in the world as long as 
they have Internet access.  This means that the programs could be run from a hospital or 
a caretaker’s home and that would make reporting anomalous behavior easier.  Using 
TinyOS, we were able to set up a program that simply reads data packets received from 
the nodes, parses them into relevant data, and logs them into an SQL database for us to a 
defined format.  We had this program running all the time in order to log the data.  Once 
we had the data, we had to determine a way to analyze it that was both fast and accurate.  
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The sensor was given readings at a rate of four per second.  This could be increased or 
decreased depending on the application.  We found four readings per second to be 
sufficient for fall detection.  When we are talking about an always on, always reporting 
sensor, the data can get overwhelming very quickly.  For this reason we must choose an 
algorithm that is fast and efficient as well. 

 

Fig. 10.  Lab environment for simulated falls 

When a person falls, the body orientation changes from vertical to horizontal. This 
causes the x and y acceleration to switch values and is a very good indicator that 
someone has fallen down.  When the sensor is placed on the belt, there are very few 
times that a person changes XY-orientation at that speed.  So we developed and 
trained a system of neural networks that looked for drastic changes in the XY-
orientation or the subject. The neural network is a two-layer feed forward network 
with ten inputs and one output.  Each node in the hidden layer uses the kernal function 
and the output uses a simple linear transfer function.  The neural network was trained 
using the neural network stated in equation 6 and 7.  This modal was used because of 
its relative speed and accuracy.   

We then trained each modal using two walking samples, two falling samples, two 
have fallen samples, and two getting up samples, for a total of eight training samples 
for the neural network.  We intend to develop a way to keep analyzing data as it 
comes into the database, as well as to compare it to previous data.  We set up a 
window of ten measurements at a time.  As soon as a new signal came in, we put all 
ten values through our series of neural networks and read the results.  If the resulting 
value that came out of our neural networks is above a certain threshold, we would 
count that as a fall.  Once a person has fallen, they cannot fall again, yet the data 
would continue to indicate that they had fallen until they had gotten up.  This problem 
was easily solved with the inclusion of a flag that was set when someone fell, and 
reset when they got up.  As long as the flag was set, they could not fall again until it 
was reset. 
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4.3   Detection Results 

We tested our algorithm with data received from placing the node on different parts of 
the body.  We placed the node on the forehead, the right shoulder, the belt, and the 
knee.  Then we tested falling onto different sides of the body (chest, back, left side, 
right side) as well as everyday activities such as walking, sitting, and standing.  We 
simply needed a way to determine if our method would detect everyday movement 
and treat it as falls. We were able to determine a fall with the most accuracy when 
using the data from the node placed on the belt.  In second place was placing the 
sensor on the forehead.  This is most likely because the torso or the forehead of a 
person stays much more stationary as opposed to the knee or the shoulder.  When the 
sensor was placed on the belt, we were able to determine a fall almost every time.  
Our results are summarized in Table 1. 

 

Fig. 11. Example of data received from a fall. The point where the person fell is indicated. 

Table 1. Results of detecting the fall  

Sensor Position Identified Correctly Identified Incorrectly Missed Total Trials 

Belt 90% 5% 5% 21 

Forehead 81% 14% 5% 21 

Right Shoulder 71% 19% 10% 21 

Right Knee 62% 29% 9% 21 

The model developed in this study is not enough for detecting all the conditions. 
Diabetes patients, for example, often collapse slowly when the blood sugar is low. In 
this case, a combination of motion sensors with other sensors or interfaces would be 
desirable, such as a digital watch that sends a beep to the user after detecting a 
motionless event. The user would push a button if everything was OK. Otherwise, the 
wearable device will send the alarm to the network after a few inquiries.     
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5   Conclusions 

Empathic computing aims to enable a computer to understand human states and feelings 
and to share the information across networks. Empathic sensor webs provide new 
opportunities to detect anomalous events and gather vital information in daily life. The 
widespread availability and affordability makes it easier and cheaper to link already 
deployed sensors such as video cameras. New sensor web capabilities can have a major 
impact by changing how information is used in homecare. For example, smart mirror 
for tongue inspection, smart room and wearable sensors for motion pattern analysis, etc. 

Empathic computing brings a new paradigm to the network-centric computing, 
which focuses on sensor fusion and human-computer interaction. The author 
addresses the potential information avalanches in the empathic sensor web and 
proposes possible solutions for information reduction at the source side, for instance, 
applying the power law for multi-resolution channel design and interacting mobile 
sensors with stationary sensors. Ultimately, empathic computing is sensor-rich 
computing. In this paper, semantic differential expressions are discussed. They can be 
used to transform human feelings into digital forms, or vice versa. Inverse Physics 
methods are introduced to model the human physical states.  

As a case study in this paper, the author introduces a rapid prototype of the 
wearable empathic computing system that is to detect the fall event. It is not a 
complete system. Rather, it only shows how complicated an empathic computing 
could be involved. From the initial results, it is found that the location of the wearable 
sensor makes a difference. The belt, for example, is probably the most appropriate 
place to put the sensor for detecting a fall. From the machine learning algorithm, the 
accuracy reaches up to 90% from 21 simulated trials. 

The empathic sensor web concept fits into a larger picture of a smart house [12,15,17].  
Wireless sensors can be placed almost anywhere and give readings about what is happen-
ing in the home. The possibilities of wireless sensor networks in the home are infinite. In 
addition to being unwired, wireless communications are highly and dynamically 
reconfigurable without physical linking, which allows the reconfiguration of communi-
cations infrastructure in real-time. Its dynamic nature makes wireless communication 
especially suitable for reaching areas not served well by fixed infrastructure, as well as 
places where the fixed infrastructure has been compromised or damaged. 

Empathic computing is not limited to helping the aging society. It can be applied to 
solve other everyday-life problems, e.g. the empathic computing tool would remind 
users to take regular breaks by monitoring online duration and stress level.      

The final deployment of an empathic sensor web may rely not only on technical, 
but also on economical and human factors. The willingness to cooperate and a 
willingness to make changes are critical.  
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