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Scanning Tunneling Microscopy Images of I1I-V Semiconductor Alloys: Strain Effects
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Scanning tunneling microscope images of lattice-matched
InGaAs/InP structures were investigated using autocorrela-
tion analysis. Correlation lengths and correlation amplitudes
were calculated from constant-current empty-state images.
Theoretical STM images were calculated from a model which
only considered surface displacements due to strain relax-
ation. By comparing model and experimental correlation
lengths and amplitudes it is concluded that contrast varia-
tions in constant-current images are dominated by strain re-
laxation effects. Changes in probe tip geometry and applica-
tions of this technique to study clustering in ITI-V alloys are
also discussed.

I. INTRODUCTION

Scanning tunneling microscopy (STM) is an important
tool for studying semiconductor compounds and alloys.
In particular, cross-sectional imaging of cleaved [110]-
oriented surfaces of III-V materials is especially useful
because, unlike many other surfaces, [110] ITII-V surfaces
do not reconstruct. This allows cross-sectional STM
to reveal information about the bulk (i. e. non surface-
specific) properties of III-V materials.

Numerous workers have successfully used cross-
sectional STM to image III-V heterostructures with
atomic resolution [1-5]. An interesting aspect of these
studies is the contrast mechanism in the STM image.
Contrast in a gray-scale constant-current image is pro-
vided by variations in the STM tip height as it is scanned
over the surface. For example, an image taken with a very
blunt tip will have no contrast; the image will appear as
a featureless plane. On the other hand, an image of the
same region with a suitably sharp tip will show periodic
contrast variations due to the atomic rows.

Changes in contrast can serve as a means of chemi-
cal identification. If two adjacent heterostructure layers
have nearly identical strain fields but differing densities
of states (DOS), then the layer with the larger DOS will
appear brighter in the gray-scale image. An example of
this effect is the InAs/GaSb system [8].

In dilute alloy layers, it is often possible to identify
a low concentration element based on its appearance in

the STM topograph [2,6,7]. However, the precise contrast
mechanism may be difficult to understand since geomet-
ric effects (changes in bond-length) and electronic effects
(changes in local charge density) are often intertwined.

It was shown in Refs. [9-11] that differences in contrast
between In,Ga;_xAsyPi_y layers with varying = and y
can be understood in terms of changing strain fields.
When strained pseudomorphic layers are exposed on a
(110) cleavage plane, layers which are under compres-
sion will protrude out from the cleavage plane and layers
which are under tensile strain will contract into the plane.
Importantly, it was shown that changes in the DOS be-
tween various In,Ga;_xAs,P1_y materials make only a
small (S 0.1 A) contribution to the constant-current im-
ages [11], at least for the restricted range of x and y
considered in that work. Surface displacements due to
strain are often larger than 0.1 A and so they dominate
in the STM images.

Turning from the case of strained-layer heterojunc-
tions to consider the contrast in uniform layers of
In,Gai_xAs,P_y alloys, we note that significant height
variations (x0.2 A) are seen in STM images of such al-
loys. The images have a mottled appearance, which is
well known to arise from compositional fluctuations in
the alloy [2]. This alloy contrast has been previously
attributed to electronic (DOS) effects in the alloys [2].
However following the above argument for strained het-
erojunctions, it is possible that strain effects also play
a significant role in determining the contrast in single
alloy layers (again, due to small variations in alloy com-
position). This possibility is examined in this paper by
means of autocorrelation analysis, comparing experimen-
tal STM images with theoretical images generated by
finite element analysis of a randomly distributed alloy
system.

II. EXPERIMENTAL

The wafers studied here were grown via chemical beam
epitaxy on [001]-oriented S-doped InP substrates in a
RIBER CBE 32P reactor at 490 or 510°C . The grown
layers were doped n-type with silicon. Doping concen-
trations varied between samples but were in the range of
2 x 1017 cm™2 to 8 x 10'® em~3. Several different sets
of samples (prepared in some cases for other purposes
[9,10]) were examined. The first set of samples consisted
of one or more MQW stacks with ~6 nm Ing 535Gag.47As
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wells and 10 nm (or thicker) InP barriers. Type “A”
MQW samples were ion implanted with phosphorus or
indium and then subjected to a rapid thermal anneal
(RTA) sufficient to heal the implant damage. Type “B”
MQW samples were not implanted, but were subjected
to a similar RTA. Details of the ion implantation and
growth may be found in Ref. [10].

A second wafer was grown which contained a 100 nm
Ing 53Gag.a7As layer (a layer thick enough to be consid-
ered bulk material). Part of this wafer was annealed
(800°C, 120 sec, Ny ambient, InP proximity cap) in a con-
ventional tube furnace. Type “C” and type “D” samples
were from the respective annealed and as-grown portions
of this wafer.

Cross-sectional STM measurements were performed
in an ultrahigh vacuum chamber with a base pressure
< 5 x 107! torr. Tungsten probe tips were electro-
chemically etched and cleaned via electron bombard-
ment. Samples were cleaved in situ to expose (110) or
(110) surfaces. STM images were acquired with a con-
stant tunnel current of 0.1 nA at sample biases in the
range of 2.0 to 2.5 V.

III. RESULTS
A. Experiment

Figure 1(a) shows a (110) empty state image of the as-
grown InGaAs layer from sample D. The growth direction
is from right to left. Mottling due to compositional fluc-
tuations can be seen superimposed on the background
atomic corrugation.

Aside from the atomic corrugation, raised or depressed
areas in the images are due to fluctuations in the alloy
composition. A way to quantify these fluctuations is to
calculate the associated autocorrelation image. The au-
tocorrelation of a two dimensional function f(x,y) is de-
fined to be [13]
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where R is the area spanned by z and y. It can be shown
that

f(@,y) o f(z,y) = F ' [F(u, v)F*(u, V)] 2)

where F~1 denotes the inverse Fourier transform and
F(u,v) is the Fourier transform of f(z,y). This formula
gives us a simple means of calculating the autocorrelation
for a given image. Edge effects in the Fourier analysis are
eliminated by multiplying the image by a cosine envelope
function, i.e. (2/3)(1— cos(2r £))(1— cos(2m %)) where
L, and L, are the dimensions of the image, with R =
L,L,.

Figure 1(b) shows the autocorrelation image calculated
from Fig. 1(a). The effects of the atomic corrugation
can be seen in the prominent vertical rows. The conse-
quences of some longer range atomic correlation are seen
in the raised areas near the origin of Fig. 1(b); the origin,
(gz,qy) = (0,0), is located at the lower left-hand corner
of the image (with the other corners of the image being
equivalent since the original real-space data of Fig. 1(a)
is discrete). To quantify correlation in the alloy we chose
to cut the first half of the first pixel row from the auto-
correlation image (i.e. make a cut in the [001]-direction).
By fitting a simple exponential (aexp (—bzx) + ¢) to the
cut, we can extract a correlation length, b~!, and corre-
lation amplitude, v/a. Figure 1(c) shows the cut and fit
from the first half of the bottom pixel row from Fig. 1(b).

We performed the above analysis on images from each
of the four types of samples. Since the finite width of the
quantum wells in samples A and B limited us in the [001]-
direction, we chose our standard image to be a square,
roughly the width of a quantum well (6 nm). Varying the
image size made little difference in the values extracted
from the analysis.

One important point in our analysis is that the STM
tip is a random variable in these experiments. The plot
in Fig. 2 shows four sets of data taken with four different
probe tips over different cleaves of the same sample type
(in this case, type A). Points acquired with distinct probe
tips are shown with different symbols. Each tip gives a
cluster of correlation lengths and amplitudes whose locus
changes between tips, though it remains in the same gen-
eral area on the plot. Sample STM images for each tips
are displayed above the graph. We attribute variations
in image resolution and cluster locus to differences in the
STM tip resolution function.

Figure 3 shows a combined scatter plot of data from
each of the four sample types. Each point on the graph
represents the median correlation length and amplitude
calculated from a set of images taken with a distinct
probe tip. We calculate error bars using the standard
deviation of the mean divided by the square root of the
number of points in a set (i.e. standard deviation of the
set). From the plot it can be seen that the distribution of
points from each sample type interpenetrate each other
and the amount of scatter in the plot is much greater
than the calculated error bars on most of the points. If
we could aquire enough images with each particular tip
we could reduce the size of the error bars significantly,
however, we would still have a fair amount of scatter in
the plot induced from variations in the probe tips.

Figure 4 shows a summary plot for each of the four
types of samples in Fig. 3. The four points in Fig. 4
are are located at the average values of the distributions
shown in Fig. 3. Error bars are calculated from the stan-
dard deviations of the distributions in Fig. 3. We do not
normalize by the number of points in a distribution be-
cause that would imply that there is a single ideal probe
tip. We argue such a tip does not exist. From the above
discussion of the scatter plots, tips which give reasonable



image resolution can give varying values for the peak cor-
relation length and correlation amplitude. The ideal tip
would give identical values, however, during the course
of an experiment, such tip would not exist for long. It
is well known that scanning over a surface for a few tens
of minutes will likely produce small changes in tip reso-
lution due to exchange of material between the tip and
sample. The resulting unavoidable variation in resolu-
tion means we will always have a distribution of equally
acceptable tips during an experiment. In our analysis
this distribution produces the dominant uncertainty in
the experiment. Since the average correlation length and
amplitude among sample types A, B, C, or D is well
within three standard deviations of any other point, we
conclude there is no meaningful difference between the
four sample types within experimental error. Similar re-
sults were obtained for autocorrelation pixel cuts along
planes different from [001]. Likewise, little difference was
found between data taken over (110) and (110) surfaces.

B. Theory

In an attempt to understand the measured correla-
tion lengths and amplitudes in terms of strain variations
within the alloy layers we performed finite element analy-
sis (FEA) on a model Ing 53Gag 47As system. The results
of the FEA were used to calculate theoretical STM im-
ages. Our model slab of Ing 5Gag 5 As alloy was a random
arrangement of In and Ga atoms fixed to the vertices
of an FCC lattice and oriented so the free side had the
proper geometry of a (110) surface, as shown in Fig. 5(a).
We define a random slab as arrangement of In and Ga
atoms whose total nearest-neighbor correlation is equal
to zero. The total nearest-neighbor correlation for this
system is given by
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where ; is +1 if site 7 is occupied by a Ga atom and —1
if the site is occupied by an In atom. This sum is nor-
malized by m, the number of atoms in the slab. In the
second summation the values of j are restricted to NNy,
the set of 12 nearest neighbors to the it site. To initial-
ize the slab we assigned each site to be In or Ga using
a standard pseudo-random number generator algorithm
[15]. Since such an arrangement is not necessarily uncor-
related, we iteratively adjusted the total slab correlation
by examining a random In or Ga site and changing the
site to bring the total correlation closer to the desired
value.

The arrangement in the test slab was fed into a FEA
package from Algor Software. Suitable values for the ini-
tial strain based on the lattice mismatch between InAs
and GaAs were input. Since elements in the slab were
arranged in a simple cubic lattice, In or Ga atoms were

placed on FCC sites within this lattice and given ini-
tial compressive and tensile strains of —0.138 for In and
+0.138 for Ga cells (these values equal the strain of InAs
or GaAs, respectively, relative to Ing 5GagsAs, multi-
plied by 4 to account for the fact that cation elements
occupy only 1/4 of the total slab volume). The strains
of non-FCC cells within the slab were set to zero. Elas-
tic constants for InAs and GaAs were used for In and Ga
cells while elastic constants for Ing 53 Gag. 47 As were input
for the non-FCC cells in the slab. Five of the slab sides
were fixed, and the free surface was allowed to relax to
minimize the total strain. Figure 5 shows the displace-
ment results for a sample slab.

Following Ref. [14], we used the calculated surface dis-

placements to simulate an STM image. We use a tip
resolution function of the form:
232
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where 7; is the STM tip radius, s is the tip-sample sepa-
ration, ¢ is the average barrier height, and ¢ is the magni-
tude of the wave-vector of a particular corrugation com-
ponent (i.e. ¢ = 2m/A where A is the corrugation wave-
length). The quantity, (r; + s)/+/é forms a single free
parameter in this equation. For convenience we choose
typical values of s = 10 A and ¢ = 5 €V, leaving r; as
the free parameter. A reasonable range for r; might be
2 to 150 A.

One aspect of the theoretically constructed STM im-
ages which is not included in the above considerations is
the formation of the corrugation rows, i.e. the observed
rows extending in the vertical directions in Figs. 1 and 2.
This corrugation arises, of course, from the actual (110)
surface geometric structure, with its absence of atoms
between the zig-zag (In,Ga)-As chains. In our model of
Fig. 5(a) such surface corrugation rows are absent. This
discrepancy between the model and actual surfaces does
not affect our autocorrelation analysis below, since that
analysis is not sensitive to this corrugation. Nevertheless,
to produce reasonable values for the atomic corrugation
in the theoretical images, a shift in surface height of 1.5 A
was introduced between those rows in the top layer slab
which do contain cations and those which do not contain
cations. This value of 1.5 A was chosen to approximately
match the peak-to-peak amplitude of the surface corru-
gation for GaAs(110) [16]. Again, we emphasize that the
calculated correlation lengths and amplitudes were found
to be very insensitive to the value used for this shift.

Figures 5(b) through 5(e) show theoretical STM im-
age for the slab in Fig. 5(a) computed with r, = 2, 5,
7, and 10 A. These images should be compared with the
experimental STM images in Fig. 2. FEA was done on
several dozen model slabs, each with zero total nearest-
neighbor correlation. Theoretical images were calculated
and correlation lengths and correlation amplitudes were
extracted. The lower line (solid triangles) in Fig. 4 shows
the variation of the median theoretical correlation length



and amplitude as r; varies from 2 through 150 A. Model
slabs with non-zero total nearest-neighbor correlation
were also investigated. The upper curve (open triangles)
in Fig. 4 shows results from slabs with a nearest-neighbor
correlation equal to 0.1. Since each point on the respec-
tive curves is the median correlation length and correla-
tion amplitude of a scatter plot from a finite data set,
error bars are calculated using the error on the mean.
Several points on the curves show sample error bars.

IV. DISCUSSION

Our experimental results for the different sample types
shown in Fig. 3 are in good agreement with each other
thus indicating that the measured correlation lengths and
amplitudes do not vary significantly between the sample
types. However, because of an unavoidably large error
induced by variations in probe tips, we can not rule out
small variation in correlation length and amplitude be-
tween different samples. The lower theoretical curve in
Fig. 4 (solid triangles) was calculated from a model which
only considered contrast changes due to strain in the alloy
layer, and variations in STM tip sharpness. The exper-
imental points and theoretical curve are in good agree-
ment, for tip radii of 5 to 30 A.

We conclude that contrast changes in constant current
STM images acquired over Ing 53Gag.47As alloy layers can
be well accounted for by strain effects within the layer.

The method of analysis used here also allows one to use
STM images to measure clustering in an alloy. Images
with regions of enhanced In or Ga composition would
produce larger values for the correlation length and am-
plitude. The upper theoretical line in Fig. 4 shows results
for €7 = 0.1, which are clearly not in agreement with
the experimental results. However, due to unavoidable
changes in STM tip resolution (as reflected by the error
bars on the experimental results in Fig. 4) our method is
not sensitive to alloy clustering much below a correlation
of 0.1. Below this level any difference between samples
would be washed out by changes in probe tips. We con-
clude that the distribution of In and Ga in Ing 53Gag.47As
grown on InP appears to be uncorrelated within experi-
mental error.

V. SUMMARY

Experimental values of correlation length and correla-
tion amplitude were measured from STM topographs of
Ing 53Gag.47As alloy layers. These values were compared
with values calculated from a theoretical model which
only considers effects due to mechanical strain. We con-
clude that the strain effects alone do provide reasonable
explanation for the observed STM images. Since we have
only considered the effects of strain on the theoretical

STM image, an obvious improvement would be to com-
pute simultaneously strain and electronic effects. That
type of study is very computationally intensive since it
requires a very large unit cell, and it has not been per-
formed to date. Another possible way to verify this work
would be to use non-contact atomic force microscopy
(AFM) to image the surface topography of III-V alloy
layers. Again, that type of measurement has not been
performed to date, although recent advances in high res-
olution AFM [17] may permit such a study in the future.
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FIG. 1. (a) STM image of part of the 100 nm thick
Ing.53Gap.47As layer from as-grown sample D. The growth
direction is from right to left. The sample bias was +2.2
volts and the gray scale range is 0.7 A. Mottling due to alloy
fluctuations is superimposed on the atomic corrugation. (b)
Autocorrelation image calculated from (a). Raised (lighter)
areas in the corners of the image are due to short range cor-
relation in the sample. (c) A line cut from the first half of
the bottom pixel from (b). An exponential is used to fit the
cut. Correlation length and correlation amplitude may be
extracted from the fit.

FIG. 2. A scatter plot of four of the data from the im-
planted QW samples. Each data set was acquired using a dif-
ferent tip, represented by the different symbols. Sample STM
images are shown above the plot. Images display slightly dif-
ferent resolutions depending on the tip used. The images are
comparable to the images calculated with varying r; in Fig.

5(b)- (e).

FIG. 3. A scatter plot of experimental correlation lengths
and correlation amplitudes from each of the four sample types.
Each point represents the median length and amplitude ob-
served using a particular STM tip with a constant tip resolu-
tion. Error bars were calculated using the error on the mean.
There is a large amount of scatter in the plot due to variations
in tip resolution function between different probe tips.

FIG. 4. A summary plot for Fig. 3. Points represent me-
dian values of the correlation length and correlation ampli-
tude for each data set in Fig. 3. The associated error bars
represent one standard deviation. The lower curve shows me-
dian theoretical values of the correlation length and ampli-
tude calculated from model InGaAs slabs with zero near-
est neighbor correlation. The upper curve was calculated
in the same fashion but for slabs with nearest neighbor
correlation equal to 0.1. Points on the curve were gener-
ated using different values for the tip resolution parameter
(r: = 2,5,10, 20,40, 60,80,120,150 A). Sample error bars on
the theoretical points were calculated using the error on the
mean (since the tip resolution for these points is known ex-
actly). From the experimental data, the alloy layers appear
uncorrelated. However, due to variations in STM tip resolu-
tion, we can only state that the sample correlation appears to
be less than 0.1.

FIG. 5. (a) A quarter of the model InGaAs slab output
from finite element analysis. The entire slab is 24x24x3 unit
cells. Undulations due to strain relaxation are visible on the
top surface. The z-scale has been multiplied by two. (b)-(e)
Calculated STM images using surface displacement data from
the entire slab in (a), and different values for the tip resolution
parameter, r; = 2,5,7,10 A. The grey scale ranges for (b)
through (e) are respectively 0.72, 0.68, 0.66, and 0.64 A
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Figure 5.

o
ST

#vs..uruﬁnr Co

0l )
LN RIS g S A,
e te ol it 50 (S T S0, o i
el o 2% W Sl s Ly
T S ity SETISUGY 4 G
sl Sl PR Sl
o

Alrr gr g

‘v##t;.\\\\\_ﬂ\\\\
prrraes

oo

o

QVOQQ”&Q@“Q“W&\\““\\““\\N
C‘"\\s“““\h““ i

_— ‘Q‘\Q\N\N\\\\““““h

brr
i






