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ABSTRACT
This research tests people’s support for the ‘‘wait-and-see’’ approach in climate change due to the uncertainty in both the timing and
probability of future consequences. In a laboratory experiment, carbon-tax consequences were presented to participants in one of two forms: a
written description, where the probability, consequences, and timing were explicitly provided; and experience, where the probability,
consequences, and timing were sampled through unlabeled buttons. Four problems were presented in each condition such that the probability
of consequences was high or low and the timing was early or late. Results indicated that the proportion of wait-and-see choices was greater in
experience than description. Furthermore, in both experience and description, the proportion of wait-and-see choices was greater when the
probability was low rather than high. The difference in the proportion of wait-and-see choices between the low and high probability was
amplified in experience and attenuated in description. Finally, there was no difference in the proportion of wait-and-see choices when the
timing of climate consequences was early rather than late in both experience and description. These results are explained by people’s risk and
time preferences. Copyright # 2010 John Wiley & Sons, Ltd.
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INTRODUCTION

Unlike other problems with risky outcomes, the problem

of climate change is a global problem and one where

consequences are both delayed and uncertain (Sterman,

2008; Weber, 2006). Despite the seriousness of the problem,

a large number of people, including citizens, policy makers,

and scientists, prefer to take risks and wait rather than act

now on the problem’s mitigation (i.e., they exhibit a ‘‘wait-

and-see’’ approach to climate change) (Dutt & Gonzalez,

2009; Nordhaus, 1994; Sterman, 2008; Sterman & Booth

Sweeney, 2002, 2007).

A 2007 U.N. survey found that a majority of respondents

advocate a wait-and-see or go-slow approach to emission

reductions (Leiserowitz, 2007; Sterman, 2008). This wait-

and-see approach is directly related to people’s risk-taking

behavior: people that are more risk-taking also show more

wait-and-see behavior toward climate change (Leiserowitz,

2006). Policymakers also seem to prefer to take risks: ‘‘slow

the growth of greenhouse gas emissions, and—as the science

justifies—stop, and then reverse that growth’’ (G. Bush,

2/14/02; Jones, 2002). In fact, the wait-and-see approach

has been a predominant policy in the U.S., and as a result,

the U.S. is the second highest emitter of CO2 greenhouse gas

in the world (i.e., 20% of world CO2 emissions just after China)

(Vidal & Adam, 2007). A comparison of the wait-and-see

approach between the U.S. and E.U. reveals that a greater

proportion of people express the need to act now on climate

change in the E.U. than in the U.S. (Leiserowitz, 2007). In the

E.U., the governments have already acknowledged a 20%
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decrease in emissions by the year 2020 and are now pressing

for a 30% reduction in emissions, while the U.S. has still to

consider such a commitment (Feldman, 2010).

In contrast to the overwhelming amount of research done

in engineering and climate sciences, very little work has

been done in the behavioral sciences to understand why

people would prefer to wait-and-see rather than act now

(APA, 2009). Support for the wait-and-see approach may

be influenced by the uncertainties in both the timing

(e.g., how early in the future would we experience negative

consequences due to climate change?) and the probability of

occurrence of the future climate consequences (e.g., what is

the likelihood of the future climate consequences?) (The

Economist, 2010). These uncertainties are somewhat driven by

the lack of consensus among climate experts on the probability

and timing of future climate consequences (Nordhaus, 1994).

For example, according to the IPCC (2007), the average

sea level is expected to rise by 18–59 cm in 2090–2099 relative

to 1980–1999; however, more recent estimates indicate an

accelerated melting of ice and a range between 50 and 140 cm

in the same time period (Rahmstorf, 2008). Given all the

uncertainties, people may prefer to take a risky approach, i.e.,

wait-and-see rather than act now on climate mitigation.

According to Nordhaus (1994), people’s support for the

wait-and-see approach may also be due to their lack of

‘‘experience and exposure’’ to the negative consequences of

the earth’s climate. Recent research has suggested that

human experience can often be a double-edged sword:

Whether experience increases or decreases the wait-and-see

approach may be determined by the nature of an individual’s

experience. In a simulation-based laboratory experiment,

Dutt and Gonzalez (2010) provided participants with

realistic and negative experiences of future accumulation

of CO2 concentration. Participants were asked to control the



Journal of Behavioral Decision Making
CO2 concentration in the atmosphere in a simulation called

the ‘‘dynamic climate change simulation’’ (DCCS). Partici-

pants that were exposed to DCCS showed a lower proportion

of wait-and-see choices in a follow-up task, compared

to participants without experiences in the DCCS. Thus, an

immediate and certain experience of CO2 concentrations and

the difficulties associated with its stabilization in the DCCS

reduced the proportion of wait-and-see choices compared

to no experience at all. Unlike the exposure to immediate

and certain experiences in a laboratory-based simulation,

however, experiences of climate change in the real world are

much delayed and uncertain, and exposure to realistic

climate consequences can vary considerably from individual

to individual. Thus, day-to-day personal experiences do not

always agree with the scientific descriptions and predictions

of future climate consequences: when there is two feet of

snow on the ground, a person perceives the threat of climate

change as far-off. For example, the recent ‘‘snowmageddon’’

in Washington, DC was sufficient enough for several

congressmen to set back progress on an energy and climate

bill pending legislation in Congress (Condon, 2010).

Furthermore, given the uncertainties and complexity of

the earth’s climate, people seem to rely more on their

recent day-to-day experiences, rather than on the scientific

predictions and written descriptions about the catastrophic

consequences of climate change in the future. This behavior

is supported by recent findings suggesting that as the

complexity of a problem increases, people rely more on their

own experience rather than on a written description of a risky

situation (Lejarraga, 2010).

Motivated by the above observations, this research aims

at understanding human decisions to ‘‘wait-and-see’’ or

‘‘act-now’’ when they are asked to experience different

probabilities and timings of future climate consequences

compared to when they are presented with a written description

of the same. In this study, in a laboratory experiment, people

make wait-and-see (risk-taking) or act-now (risk-averse)

choices based on an experience or based on a written

description of the future consequences of climate change. The

experiment is a direct application of established Judgment and

Decision Making (JDM) principles to the problem of wait-

and-see on climate, and an extension of those findings that

bring together the effects of the probability and timing of

consequences on decisions from description and experience.

In the past, literature in JDM has either considered the

influence of probability that is presented as a description or

experience on people’s decisions without considering the

timing of consequences (Hertwig, Barron, Weber, & Erev,

2004; Kahneman & Tversky, 1979), or it has considered the

influence of the timing of consequences as a description or

experience on people’s decisions without considering the

probability (Loewenstein & Elster, 1992; Madden, Begotka,

Raiff, & Kastern, 2003; Thaler, 1981). Thus, the contribution

of this paper to JDM is unique and the climate problem is

ideally suited for investigating the joint effects of probability

and timing on people’s decisions, as the future climate

consequences are both delayed in time and are uncertain.

In what follows, we first summarize the JDM research

relevant to generating our hypotheses about human behavior
Copyright # 2010 John Wiley & Sons, Ltd.
when making decisions from an experience or from a written

description in situations that vary in the probability and

timing of future climate consequences. Next, we present a

laboratory experiment that manipulates the presentation of

probability and timing in the form of an experience or a

written description. Then, we present the results of this

experiment and discuss the implications of the results to

policy and JDM research.
Decisions from description and experience: Effects of
probability and timing
Current research in JDM has documented the differences in

human risk-taking behavior when making decisions from

experience or decisions from description (e.g., Hertwig et al.,

2004; Hertwig, in press). In decisions from description,

people are asked to choose between two alternatives

described by their consequences and probabilities. In

contrast, in decisions from experience, people make repeated

decisions by clicking on two unlabeled buttons (representing

two alternatives) (Barron & Erev, 2003), or sample the

consequences as many times as they wish before making a

final choice for one of the two alternatives (Hertwig et al.,

2004).

The main finding from this literature is that when making

decisions from experience, people behave as if the low

probability consequences have less impact than they

deserve according to their objective probabilities, whereas

in decisions from description people behave as if the low

probability consequences have more impact than they

deserve (consistent with the predictions from cumulative

prospect theory) (Hau, Pleskac, Kiefer, & Hertwig, 2008;

Hertwig, in press; Hertwig & Erev, 2009; Hertwig et al.,

2004; Weber, Shafir, & Blais, 2004). As a result, the risk-

taking behavior predicted by prospect theory in decisions

from description gets reversed in decisions from experience.

The reversal of people’s risk-taking behavior has been

attributed to the reliance on small samples in decisions from

experience (Gottlieb, Weiss, & Chapman, 2007; Hertwig

et al., 2004; Rakow, Demes, & Newell, 2008; Ungemach,

Chater, & Stewart, 2009); differential impact of low and

high probability consequences in gamble problems (Hau

et al., 2008); and reliance on observed recent and frequent

experiences of consequences (Gonzalez & Dutt, 2010;

Hertwig, in press; Lejarraga, Dutt, & Gonzalez, in press;

Weber et al., 2004).

The change in people’s risk preferences documented in

decisions from experience and description is highly relevant

to our understanding of people’s support for the wait-and-

see approach for climate. As explained above, a written

description of the probability and the timing of future climate

consequences do not always agree with a person’s day-to-day

experiences of climate consequences. Currently, climate

change might be perceived as a low probability event

because the consequences are delayed and there is

considerable individual variability of human experiences.

For example, a consequence of climate change is a reduction

of glaciers in the Himalayas, but the reduction happens

slowly and most people living in cities do not experience it.
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Thus, people might perceive future climate consequences

as low probability events that have a negligible chance of

occurring in the future. According to the JDM literature,

we expect people to behave as if future climate consequences

have less impact than they deserve according to their

objective probabilities, when making decisions from

experience. Similarly, we expect people to behave as if

the future climate consequences have more impact than

they deserve according to their objective probabilities,

when making decisions from a written description. Thus, we

hypothesize that

H1 : The proportion of wait-and-see choices will be

greater when decisions are made from experience than

from a written description.

Literature in JDM has also documented people’s

risk-taking choices to be a function of both the probability

of a consequence (low probability or high probability) and of

the sign of the consequence (loss consequence or gain

consequence) (Kahneman & Tversky, 1979; Tversky & Fox,

1995; Tversky & Kahneman, 1992). The basic finding is a

‘‘fourfold pattern’’ (Hertwig, in press): In decisions from

description, people are risk-taking when the probability of a

loss is high and when the probability of a gain is low.

Similarly, people are risk averse when the probability of a

gain is high and when the probability of a loss is low

(Tversky & Fox, 1995). This fourfold pattern of risk-taking

and risk-aversion in decisions from description has been

replicated in many studies in the past (Cohen, Jaffray, &

Said, 1987; Fishburn & Kochenberger, 1979; Hershey

& Schoemaker, 1980; Kahneman & Tversky, 1979). The

fourfold pattern has been explained as per the tenets of

prospect theory (Kahneman & Tversky, 1979), which

suggests that the utility of a gamble problem is the product

of a value function with a probability-weighting function.

The shape of the value function is concave for gains and

convex for losses, relative to a common reference point.

In addition, the shape of the probability-weighting function

is nonlinear such that low probability consequences have

more impact than they deserve according to their objective

probabilities and moderate and high probability con-

sequences have less impact than they deserve according to

their objective probabilities.

In decisions from experience, researchers have shown a

reversal of the fourfold pattern observed in decisions from

description (Hertwig et al., 2004): People are risk-taking

when the probability of a gain is high, but risk-averse when

it is low. At the same time, they are risk-taking when the

probability of a loss is low, but risk-averse when it is high

(Hertwig, in press). Although it might become difficult

to explain people’s risk-taking behavior in decisions from

experience according to the prospect theory in a form that

theory was originally proposed (Kahneman & Tversky,

1979), researchers have tried to apply the prospect theory

to decisions from experience by recalibrating the theory’s

parameters (Hau et al., 2008). Thus, the recalibrated

weighting and value functions in the prospect theory are
Copyright # 2010 John Wiley & Sons, Ltd.
able to account for the observations in decisions from

experience (in fact the recalibration makes the theory

provide one of the best accounts for results in decisions

from experience). However, the recalibrated parameters in

decisions from experience also turn the weighting function

into an identity function of probability and this questions

whether the essence of the theory is retained, post-

recalibration (Hau et al., 2008; Hertwig, in press).

An act-now approach to climate change requires paying

a cost (e.g., a carbon-tax), and thus, an act-now approach

demands a monetary loss right now. In contrast, a wait-and-

see approach to climate change, with some probability of

occurring in the future, might entail losing a larger sum

of money (e.g., as a tax). Given the inverse predictions of

risk-taking behavior in decisions from description and

experience, we expect that in description, people would

prefer to wait-and-see (i.e., behave risk-taking) when they

are presented with a carbon-tax payment that has a high

probability of occurrence in the future, but people would

prefer to act-now (i.e., behave risk-averse) when they

are presented with a tax payment that has a low future

probability of occurrence. In contrast, in experience, people

would prefer to wait-and-see when they experience a carbon-

tax payment that has a low probability of occurrence in the

future, but would prefer to act-now when they experience

one that has a high probability of occurrence in the future.

Thus, the proportion of wait-and-see choices should be

greater when the probability of tax payment is low and

should be smaller when the probability of tax payment is

high. Therefore, in experience, the difference in the

proportion of wait-and-see choices between a low and a

high probability tax payment will be amplified compared to

description. In description, the difference in the proportion of

wait-and-see choices between a low and high probability tax

payment will be attenuated.

We hypothesize that

H2 : The difference in the proportion of wait-and-see

choices between a low probability and a high probability

climate consequence will be greater when making

decision from experience than when making decision

from description.

In addition to the uncertainty in the occurrence of future

climate consequences, there is also an uncertainty and lack of

consensus on the timing of the consequences (e.g., how soon

from now the climate consequences are expected to appear)

(Nordhaus, 1994). As mentioned above, the decisions from

experience and description paradigms in JDM have been

used to assess the effects of the probability and timing of

future consequences independently; the paradigms have still

not been used to assess the joint effects of the probability

and timing on people’s risk preferences. According to the

literature in time preferences, a person tends to avoid a high

and certain cost now (e.g., defer an increase in tax) when

the associated benefits are distant in the future (magnitude

effect) (Ainslie, 1975; Loewenstein & Elster, 1992; Thaler,

1981; Weber, 2006). However, a wait-and-see decision in the
J. Behav. Dec. Making (2010)
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1The carbon-tax takes into account both the cost of damages due to future
climate change as well as its cost of abatement.
2The output from the DICE model run contained a carbon-tax in units of
dollar per ton of carbon. Thus, for generating the dollar per-person-per-year
carbon-tax, an average of 5 tons of carbon consumption per-person-per-year
was assumed. Furthermore, the carbon-tax in units of dollar per ton of carbon
was multiplied by 5 tons of carbon consumption per-person-per-year.
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climate problem may also be influenced by the ‘‘discount

rate’’ (the interest rate used to determine the present value

of future tax payments) (dynamic-inconsistency effect)

(Benzion, Rapoport, & Yagil, 1989). Due to the magnitude

and dynamic-inconsistency effects, a person’s discount rate

falls with an increase in time to pay a tax amount and an

increase in magnitude of the tax amount.

The carbon-tax one would have to pay to mitigate

climate change is predicted to grow as one decides to follow

a wait-and-see approach (Stern, 2006). The nature of growth

of the carbon-tax is nonlinear with small increments in the

carbon-tax early in the future and larger increments late in

the future (Stern, 2006). Thus, we expect that someone would

prefer to pay a smaller carbon-tax now, rather than to pay

a very large carbon-tax late in the future. Because of the

nonlinear increase in the carbon-tax with increase in time,

the tax one would need to pay early in the future (e.g., 10

years from now) might not be much larger than the carbon-

tax one would need to pay right now. Therefore, one might

decide to wait and pay the tax later in the future (wait-and-

see) rather than pay it right now (act-now).

Previous research has tested the effects of providing a

time delayed monetary reward on people’s time-preferences

when the reward was presented either as a hypothetical

reward (a written description of a delay in getting a reward)

or as a real reward (an actual experience of the delay in

getting a reward) (Madden et al., 2003). In their study, half of

the participants were tested first with hypothetical rewards

and then with real rewards; the other half were tested first

with real rewards and then with the hypothetical rewards.

In all cases, the amount of reward that could be won was $10,

which was offered to a participant at different time delays.

Participants were asked to choose one of the two alternatives:

‘‘$X delivered today and $10 delivered in Y years.’’ The $X

corresponded to an immediate reward and $10 corresponded

to a delayed reward. For the hypothetical rewards, parti-

cipants did not receive any of the rewards that they chose in

different problems. In contrast, for the real rewards, the

reward was physically delayed and mailed out to participants

after a time delay (Y), if participants had selected to delay the

reception of the reward in a randomly selected problem.

According to Madden et al. (2003) there was no difference in

the amount of reward for which a participant switched from

an immediate reward to a delayed reward between the real and

hypothetical rewards. Madden et al.’s (2003) intervention of a

real time delay corresponds to a situation in which people are

exposed to the timing as an experience, while the hypothetical

time delayed rewards corresponds to a descriptive situation in

which people read a written description on how long they

would need to wait for the reward.

Although Madden et al.’s (2003) study is about monetary

rewards rather than monetary losses as in the current study,

we believe that Madden et al.’s (2003) study gives some

evidence that time preferences in description and experience

would be similar. According to this and the literature in time

preferences, we hypothesize that

H3 : The proportion of wait-and-see choices will be

greater when climate consequences are expected to occur
Copyright # 2010 John Wiley & Sons, Ltd.
early rather than late in the future, and this effect will be

the same whether the time is experienced or described.
EXPERIMENT

We conducted a laboratory experiment to test participants’

wait-and-see or act-now choices in a climate problem where

they had to make decisions based on a written description or

from an experience, and under different conditions of the

probability and timing of climate consequences.
Method
Experimental design

Participants were randomly assigned to one of two conditions:

description and experience. In the description condition,

participants read a written description of climate con-

sequences, probabilities, and timing of the occurrence of

consequences in two different alternatives, and were asked

to choose one of the alternatives based on the description

(N¼ 51). Thus, the consequences, probability, and timing

were explicitly given in a written form to the participants. In

the experience condition, participants sampled two different

alternatives presented as unlabeled buttons as many times as

they wanted to, and were then asked to finally choose one of

the two alternatives (N¼ 50). The probability and timing of

climate consequences were not explicitly provided, but they

were determined by participants based upon their sampling.

In both conditions, one alternative reflected the wait-and-see

(risk-taking) approach and the other alternative, the act-now

(risk-averse) approach.

Each participant received four problems in a random

order, where the wait-and-see alternative differed according

to the probability and timing of the climate consequences: a

low probability consequence early ( p¼ 0.05 and n¼ 10

years from now); a low probability consequence late

( p¼ 0.05 and n¼ 100 years from now); a high probability

consequence early ( p¼ 0.95 and n¼ 10 years from now);

and, a high probability consequence late ( p¼ 0.05 and

n¼ 100 years from now).

Each alternative presented consequences as a monetary

outcome, which was derived in terms of a carbon-tax.1 The

carbon-tax was determined by using a popular Stern Review

proposal for mitigating future climate change (Stern, 2006).

The Stern Review proposal was run in the Dynamic

Integrated Climate Economy model (Nordhaus, 2008) with

the Stern assumption of a 1.4% discount rate.2 The model

gave a carbon-tax of $1,400 per-person-per-year for the

act-now alternative. Furthermore, for the wait-and-see

alternative, the model run gave a carbon-tax of $18,000

per-person-per-year for 10 years in the future from now and
J. Behav. Dec. Making (2010)
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Figure 1. The four problems presented to each participant in the description condition
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$340,000 per-person-per-year for 100 years in the future

from now. These carbon-taxes were used as the outcomes in

all problems in different conditions.

The description condition. The four problems used in the

description condition are shown in Figure 1. The wait-and-

see and act-now alternatives were randomly assigned to

be shown on the right or left of the computer screen. A

participant read and chose one of the two alternatives in each

of the four problems, presented one-by-one in random order.

In the act-now alternative, a person had to pay a one-time

carbon-tax of $1,400 now for sure. In contrast, in the

wait-and-see alternative, Y years from now (¼ 10 in the early

case or ¼ 100 in late case), a person had to pay a one-time

carbon-tax of $X (¼ $18,000 in the early case or $340,000 in

the late case) with a probability p (¼ .05 for low or ¼ .95 for

high), or $0 otherwise.

The experience condition. In the experience condition, a

participant clicked one of two unlabeled buttons (Figure 2).

Each button corresponded to one of the two alternatives, act-

now or wait-and-see. Clicking on one of the buttons gave a

participant a carbon-tax (¼ $1,400, if the button assigned to

the act-now alternative was chosen). Clicking on the other
Figure 2. The four problems presented to each participant in the experi
presented as two blank buttons that could be sampled many times by clicki
times, a final decision could be made by clicking the ‘‘Make Decision

Copyright # 2010 John Wiley & Sons, Ltd.
button gave the participant another carbon-tax ($X and $0).

The value of $X could be either $18,000 in the early case, or

$340,000 in the late case, in the four problems. Furthermore,

clicking the wait-and-see alternative delayed the presen-

tation of the carbon-tax by a certain number of years,

depending on the timing (Y¼ 10 years in the early case

or Y¼ 100 years in the late case). One year corresponded to a

1-second of real time-delay. The 1-second to 1-year

correspondence is motivated by previous time preference

studies with monkeys where a similar magnitude of delay

had been used (McClure, Ericson, Laibson, Loewenstein,

& Cohen, 2007). Participants were first encouraged to

sample both button options as many times as they wanted to,

to gain experience in a problem. Sampling essentially meant

clicking on one of the two buttons to find out the carbon-tax

that a participant would have to pay and to experience the

corresponding time delay. A participant was asked to make a

final choice by clicking the ‘‘Make Decision’’ button after

he was satisfied with his sampling. Although sampling the

alternatives in a problem did not cost the participants money,

it involved different time costs depending on the timing

(early, late).

To test H1, we compared the proportion of wait-and-see

choices across the experience and description conditions. To
ence condition. The two choice alternatives in each problem were
ng in the buttons. Once a participant had sampled both buttons many
’’ button followed by the button the participant wanted to choose
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Figure 3. The proportion of final wait-and-see choices in the
experience and description conditions according to the probability

of occurrence of future climate consequences (low or high)

Journal of Behavioral Decision Making
test H2, we compared the difference between the proportion

of wait-and-see choices in the low probability problems

(p¼ 0.05) and the proportion of wait-and-see choices in the

high probability problems (p¼ 0.95) within the experience

and description conditions, respectively. Finally, to test H3,

we compared the proportion of wait-and-see choices between

problems where the timing was early or late, within the

experience and description conditions, respectively.

Participants
One hundred and one undergraduate and graduate students at

Carnegie Mellon University participated in this experiment.

Sixty-two percent of the participants were males. Ages

ranged from 18 years to 57 years (Mean¼ 25, SD¼ 8). All

participants started with $7 and depending upon their final

choice, they could lose money. Only a participant’s final

choice in both the experience and description conditions

affected the final payment. Participants were told this fact in

the instructions before the start of their experiment. The

carbon-taxes could be $1,400 in the act-now and $0, $18,000,

or $340,000 in the wait-and-see alternative. To pay participants,

we scaled the actual carbon-taxes to smaller amounts. We used

a log scaling to calculate a participant’s earnings in the

experiment. For example, if due to a participant’s final decision

in a problem, the carbon-tax generated was $X, then the

adjustment to the earnings was¼�0.1 � Log 10 ($Xþ 1). Thus,

for a $1,400 tax, a participant lost ¢31. Similarly, for an $18,000

or a $340,000 tax, a participant lost ¢43 and ¢55, respectively.

The log scaling ensured that none of the participants lost an

amount greater than $2 in total depending upon the final carbon-

tax they would have to pay in each problem. Also, the use of

the log scaling ensured that the effect of differences in the

magnitudes of $1,400, $18,000, and $340,000 was similar in the

final payment that a participant received. The log scaling was not

revealed to participants, but they were told that they might lose

up to $2 depending upon their final decisions in the problems.
Procedure
Participants read the instructions that appeared on a

computer terminal. The experimenter answered any ques-

tions before the participant could begin the experiment. As

part of the instructions, participants were told to assume

that ‘‘they earn a compensation of $55,000 in 2009’’ in each

problem presented to them (this was the value for the average

per-person-per-year salary projected for 2009 according to

the year 2000 U.S. census).
Figure 4. The proportion of final wait-and-see choices in the
Results
Across the four problems in the two conditions, experience

and description, there was a significantly greater proportion

of wait-and-see choices in the experience condition (47%)

than in the description condition (33%), x2(1)¼ 8.44,

p< .01, r3¼ .15. This result supports H1.

Figure 3 presents the proportion of wait-and-see choices

in the experience and description conditions according to the
3The r refers to the effect-size unless otherwise indicated.

Copyright # 2010 John Wiley & Sons, Ltd.
probability of the occurrence of consequences (low or high).

In experience, there was a significant difference in the

proportion of wait-and-see choices when the probability

was low (74%) compared to when the probability was

high (20%), x2(1)¼ 58.53, p< .001, r¼ .54. Similarly, in

description, there was a significant difference in the pro-

portion of wait-and-see choices when the probability was

low (50%) than when the probability was high (14%),

x2(1)¼ 29.45, p< .001, r¼ .38. Furthermore, in support of

our expectation in H2, the difference in the proportion of

wait-and-see choices between the low and high probability

(54%) in the experience condition is greater than the

difference in the proportion of wait-and-see choices between

the low and high probability (36%) in the description

condition (rexperience (¼ .54)> rdescription (¼ .38)).

Figure 4 presents the proportion of wait-and-see choices

in the experience and description conditions according to

the timing of the climate consequences (early or late). In

experience, the difference in the proportion of wait-and-see

choices when the timing of consequences was early (52%)

than late (42%) was not significant, x2(1)¼ 2.01, ns, r¼ .10.

Similarly, in description, the difference in the proportion

of wait-and-see choices when the timing of consequences

was early (37%) than late (28%) was not significant, x2(1)¼
1.81, ns, r¼ .09. Thus, H3 is not supported.
experience and description conditions according to the timing of
the climate consequences (early or late)
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Although we did not have a prediction for the interaction

between the timing and probability of future climate

consequences, we present the combined effects of prob-

ability and timing in Figure 5. This figure shows the

proportion of wait-and-see choices for each of the four

problems used in our experiment. The proportion of wait-

and-see choices was greater in experience than in description

conditions in all cases except for these two: when the

probability of the consequence was high and the time was

late and when the probability of consequence was high and

the time was early. When the probability of the consequence

was high and the time was late, there were 10% wait-and-see

choices in experience and 12% wait-and-see choices in

description (x2(1)¼ 0.13, ns, r¼ .04). Similarly, when the

probability of the consequence was high and the time was

early, there were 30% wait-and-see choices in experience

and 16% wait-and-see choices in description (x2(1)¼ 2.59,

ns, r¼ .16). However, when the probability of the

consequence was low and the time was early, the proportion

of wait-and-and-see choices was significantly greater in the

experience condition (74%) than in the description condition

(55%), x2(1)¼ 3.99, p< .05, r¼ .19. Similarly, when the

probability of the consequence was low and the time was

late, the proportion of wait-and-and-see choices was signi-

ficantly greater in the experience (74%) than the description

(44%) condition, x2(1)¼ 9.30, p< .01, r¼ .31. These results

suggest that the wait-and-see choices were directly affected

by the low probability of the consequences and not by the

time. When the probability of the climate consequences is

high, there is a smaller proportion of wait-and-see choices

regardless of the time.
Sampling in experience

Across all four cases in the experience condition, participants

sampled both alternatives less than five times on average

(thus, the sample size was very small). The median number

of samples of the act-now alternative was: two for late-

and-high case, one for late-and-low case, one for early-and-

high case, and one for early-and-low case. Similarly, the

median number of samples of the wait-and-see alternative
Figure 5. The proportion of final wait-and-see choices in the
experience and description conditions as a function of the time
(early or late) and the probability (low or high) of the occurrence of

climate consequences

Copyright # 2010 John Wiley & Sons, Ltd.
was: one for late-and-high case, one for late-and-low case,

one for early-and-high case, and two for early-and-low case.

Although the timing of the climate consequences did not

affect the proportion of wait-and-see choices (see results

above), the timing did affect the sampling of the wait-and-see

alternative (the effect of the timing on the act-now alternative

was absent with z¼�0.60, p¼ .55, and r¼ .04). Remember,

the timing was only manipulated in the wait-and-see

alternative and not in the act-now alternative. The number

of samples in the wait-and-see alternative for an early timing

of consequence (mean¼ 1.76) was significantly greater

than the number of samples of the wait-and-see alternative

for a late timing (mean¼ 1.39) with z¼�2.31, p¼ .02, and

r¼ .16. Furthermore, there was an effect of the probability of

the future climate consequences on the number of samples

in the act-now alternative (the effect of the probability of the

climate consequences on the number of samples of the wait-

and-see alternative was absent with z¼�1.48, p¼ .14, and

r¼ .10). The number of samples in the act-now alternative

for a high probability of consequence (mean¼ 1.95) was

significantly greater than the number of samples of the

act-now alternative for the low probability (mean¼ 1.32)

with z¼�3.14, p< .01, and r¼ .22. Thus, it was as if a

participant who encountered the high probability con-

sequence on the wait-and-see alternative, also wanted to

check the consequence in the act-now alternative more often

than the wait-and-see alternative before making his final

choice.

The small sample size in different cases, on account of

the probability and the timing of the consequence, made

participants observe the low probability consequence at less

than its expected probability. Table 1 provides the proportion

of wait-and-see choices in different cases as a function of the

frequency of observing a low probability consequence as

being less than or more than or equal to its expected value.

The expected value is determined by the product of ‘‘n,’’ the

number of samples of the wait-and-see alternative performed

by a participant in a case and ‘‘p,’’ the true probability of

observing a low probability consequence in the case. The

table shows these percentages for different problem cases,

where the monetary consequences, the probability of the

non-zero wait-and-see consequence, and the low probability

of the wait-and-see consequence are clearly labeled. When

the probability of the consequence was low, there was a

clear evidence of people behaving as if the low probability

consequence had less impact than it deserved according to its

objective probability (irrespective of the timing): The

proportion of wait-and-see choices, where the low prob-

ability was encountered less frequently than expected, was

greater than the proportion of wait-and-see choice, where the

low probability was encountered as or more frequently than

expected (78%>> 40% and 81%>> 29%). However, the

proportion of wait-and-see choices, where the high pro-

bability was encountered less frequently than expected, was

not consistently greater than the proportion of wait-and-see

choices, where the high probability was encountered as or

more frequently than expected (32%> 17% and 8%<
100%). This observation is an explanation for a significantly

greater proportion of wait-and-see choices in the experience
J. Behav. Dec. Making (2010)
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Table 1. The proportion of wait-and-see choices with a low probability consequence as a function of the frequency of occurrence of the low
probability consequence

Cases Problems
Low probability

consequence

Proportion of wait-and-see
choice (with low probability

consequences)

N P Wait-and-see choice Act-now choice #< npa % #� npb %

Early Low $18,000; 0.05 $1,400; 1.0 $18,000; 0.05 78 (35/45)c 40 (02/05)
Early High $18,000; 0.95 $1,400; 1.0 $0; 0.05 32 (14/44) 17 (01/06)
Late Low $340,000; 0.05 $1,400; 1.0 $340,000; 0.05 81 (35/43) 29 (02/07)
Late High $340,000; 0.95 $1,400; 1.0 $0; 0.05 08 (04/49) 100 (01/01)

aProportion of wait-and-see choice with a low probability consequence, where the low probability consequence was encountered less frequently than expected,
i.e., n�p, where n is the number of samples of the wait-and-see choice performed by a participant and p is the probability of the occurrence of the low probability
consequence.
bProportion of wait-and-see choice with a low probability consequence, where the low probability consequence was encountered as or more frequently than
expected.
cNumbers in brackets refer to the actual frequencies of different proportions.

Journal of Behavioral Decision Making
condition when the probability was low, and a significantly

smaller proportion of wait-and-see choices in the experience

condition when the probability was high (see Figure 5).
DISCUSSION

This research contributes to a better understanding of

people’s decisions to wait-and-see rather than act-now in a

climate problem. We demonstrate that people’s support to

delay actions to mitigate climate change is largely influenced

by the probability of the occurrence of future climate

consequences and not by the timing of those occurrences.

Further, the decision to choose wait-and-see is influenced by

people’s experience and exposure to the probability of

climate consequences, regardless of its timing.

In general, we find a greater proportion of wait-and-see

choices when decisions are made from experience rather

than from a written description (H1). In a related research,

Dutt and Gonzalez (2010) found that when people are

exposed to certain negative experiences and realistic con-

sequences of climate change in a simulation, they reduced

the proportion of wait-and-see decisions in a follow-up

judgment task compared to participants without the

experience in the simulation. The experience gained in the

simulation was immediate and certain, because participants

were given a constant CO2 goal value to maintain by mani-

pulating their yearly CO2 emissions and absorption. In

contrast, in this study, participants were exposed to future

climate consequences that were both probabilistic and

uncertain in the timing of their occurrence. Thus, a parti-

cipant might have to either pay a carbon-tax sometime in the

future or no tax at all, where the tax magnitude and time

delay were determined by the underlying probability and

timing of the consequences. Therefore, results in this study

agree with the observations of Dutt and Gonzalez (2010),

that experience is a double-edged sword: A certain and

more immediate experience reduces people’s wait-and-

see choices, whereas an uncertain and delayed experience

increases their wait-and-see choices for climate.
Copyright # 2010 John Wiley & Sons, Ltd.
This research also extends the main findings on decisions

from experience and description by analyzing the combined

effects of probability and time together. We find that

the difference in wait-and-see choices between the low

probability and high probability consequences is signifi-

cantly greater when participants experience the climate

consequences than when participants read about the low

and high probability climate consequences as a written

description (H2).

While making decisions from experience, people behave

as if the low probability consequences have less impact

than they deserve, according to its objective probabilities,

and the high probability consequences have more impact

than they deserve, according to their objective probabilities

(see Table 1). In contrast, while making decisions

from description, people behave as if the high probability

consequences have less impact than they deserve, according

to its objective probabilities, and the low probability

consequences have more impact than they deserve, accord-

ing to their objective probabilities. This result of less

impact of the low probability consequences in experience

may be explained further by the known small-sampling

effect (Hertwig et al., 2004). In experience, when the

probability of a consequence is low, people encounter that

low probability consequence less frequently than expected

due to their small sampling of the two alternatives, as was

found in our results (also see Table 1).

However, when the probabilities and consequences are

described rather than experienced, the difference between

the low and high probability events is smaller than that in

experience. This finding is consistent with the predictions of

prospect theory (Kahneman & Tversky, 1979). According to

prospect theory, in decisions from description, people behave

as if a low probability consequence has more impact than it

deserves, according to its objective probability, and a high

probability consequence has less impact than it deserves,

according to its objective probability. Although in our

results, the predictions from prospect theory explain the

reduction in the difference in the proportion of wait-and-see

choices in description between the low probability and high

probability, the difference does not disappear. Thus, we still
J. Behav. Dec. Making (2010)
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find that a significantly greater proportion of people

choosing to wait-and-see for the low probability than the

high probability in description. One possible reason for this

observation could be that the carbon-tax amounts used in the

study are different and significantly greater than those that

have been used in past studies (Hau et al., 2008; Hertwig,

in press; Hertwig & Erev, 2009; Hertwig et al., 2004;

Kahneman & Tversky, 1979; Weber et al., 2004) that have

documented the results of people’s risk preferences in

decisions from description.

Furthermore, we find there was no significant difference

in the proportion of wait-and-see choices between times that

were early or late, when participants experienced or read

descriptions of carbon-tax consequences. This finding is the

most surprising and unexpected given that people would tend

to adopt a wait-and-see approach because the detrimental

consequences are expected to happen in the distant future

and not in the present. One explanation is that the timing is

observed by people in the study as something that creates a

wait and thus a cost. However, in the real world, the time

delay might not necessarily be perceived as a cost (because

when people decide to wait in the real world, they might

spend that waiting time in more productive activities). The

support for this observation comes from the fact that the time,

early and late, did influence the number of samples people

made of the wait-and-see alternative (on account of the late

time being perceived by people as costly). However, another

explanation for the lack of difference could also be that the

early and late times were not salient enough in the study. The

lack of saliency could be due to an enormously scaled-down

version of the ‘‘real experience,’’ where 1 year corresponded

to a 1-second of real-time delay in experience and no time

delay in description. Although there was no difference in

the proportion of wait-and-see choices between times that

were early or late, our findings do support those by Madden

et al. (2003), who found that although there were significant

differences in choices for delayed and immediate rewards

(unlike us); the direction of the difference was the same when

the time was either experienced or described. We plan to do

follow-up studies to test the effects of early and late time

after we have taken into account the above listed factors that

could potentially be reasons for the lack of difference.

In the past, the JDM literature has documented

the individual effects of the probability and timing of

consequences on people’s risk- and time-preferences,

respectively. However, we know little about how choices

are influenced by the experience and description of both the

timing and the probability of the consequences. Our findings

indicate that people’s wait-and-see choices for climate are

influenced primarily by their perception of the probability

of climate consequences. Thus, a person’s choice to wait-

and-see is governed by a low or high probability of future

climate consequence. A low probability has a moderating

effect in the presentation of high taxes in the case of an early

or late timing of a consequence: an early or late time makes

the magnitude of carbon-tax high; however, a low probability

makes a high tax-consequence rare. This explanation is

confirmed by the fact that the difference in the proportion of

wait-and-see choices disappeared when an early or late
Copyright # 2010 John Wiley & Sons, Ltd.
timing of climate consequence incurred a large tax that

occurred with a high probability, in which case, very few

people chose the wait-and-see alternative.

We presented people with consequences of future climate

change as carbon taxes. This is, of course, legitimate and also

makes experimentation easier as different alternatives can

easily be compared by participants. However, we believe that

there are other ways of simulating people’s imagination and

giving people experiences of climate consequences that

are different from tax payments. For example, in the past,

Dutt & Gonzalez (2009) have given participants experiences

of climate change by showing them the effects of the

CO2 emissions on the CO2 concentration levels. Further-

more, Dutt and Gonzalez (2009) associated the increases in

the CO2 concentration levels above a pre-define goal with a

corresponding increase in temperature and sea level rise in

the world. Similarly, some other means of providing climate

experiences could be in the form of pictures of objects that

participants associate with (e.g., a house one would live-in,

which is close to a sea coast), and how those objects might be

affected by climate change (e.g., severe waves and winds due

to future climate change).

Finally, one might argue that it is possible that the

likelihood of climate change is currently high, but the pro-

bability that specific intervention and/or research programs

are cost effective, is low. It is to be noted that the carbon tax

consequences that people faced in different problems in the

study included both costs of damages due to future climate

change as well as costs of abatement of climate change (the

latter cost forms a part of the cost of different interventions).

Thus, another possible explanation of a greater wait-and-

see in experience compared to description could be that

our experience with climate interventions can reduce our

tendency to invest in addressing climate change because

these interventions are perceived as costly. Also, as observed

in our results, one might show more support for the wait-and-

see alternative after costly experiences of an intervention.

However, one should also acknowledge that currently we

do not know whether the probability associated with future

climate change, or whether the probability of the cost-

effectiveness of its interventions in the future will be low or

high. Thus, in the study, we assumed both possibilities, i.e.,

when the probability is low in the future and when the

probability is high in the future. Although in the study, we

provided tax consequences that were detached from a

particular climate intervention, it will be interesting to test

whether the experience of one of the intervention programs

(e.g., switching off lights in one’s home for 1 hour in the

evening) could reduce our tendency to invest in addressing

the climate change issue due to it being costly and due to the

probability of the intervention’s cost-effectiveness being low

currently, and it being low or high in the future.
Contributions of the study to judgment and decision
making
Unlike previous studies on decisions from experience and

description, where only the probability of the risky outcomes

was manipulated, we manipulate both the probability and
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timing in a problem involving a binary-choice in conditions

of experience and description in this study. This unique

manipulation allows us to experiment with a practical

problem with distinctive characteristics like climate, where

the consequences are both probabilistic and delayed in

time, and to measure how these factors interact together to

influence people’s wait-and-see choices. Although this study

applied JDM principles to people’s wait-and-see behavior on

climate, similar applicative contributions of decisions from

experience and description paradigms have been made in

other practical problems. For example, Shafir, Reich, Tsur,

Erev, and Lotem (2008) have demonstrated the certainty

effect in descriptive-based and reversed-certainty effect in

experience-based choice both for bumble bees as well as

humans. Similarly, Yechiam, Barron, and Erev (2005) have

demonstrated that the risk sensitivity of local Israeli residents

differ from those of the international tourists on account

of their personal experiences. Yechiam et al. (2005)

have reported similar findings in a laboratory experiment

involving a binary-choice problem.

We believe that the distinctive characteristics of the

climate problem make it both interesting and challenging

to apply the theories and methods of JDM research.

Thus, unlike other problems, the climate problem is naturally

suited to and allows us to test the joint effects of the

probability and timing of consequences in a single problem

on people’s wait-and-see choices.
Implications of the findings to policy
There is little scientific doubt that climate change will

occur if we continue on a path of increasing greenhouse gas

emissions (IPCC, 2007). According to Weber (2006), an

act-now approach could be adopted if the consequences due

to climate change could arouse visceral reactions of fear in

the minds of the general public. One method for doing so is to

provide climate consequences that are either descriptive or

experiential. The descriptive information could appear using

letters and numbers, whereas the experiential information

could form a part of a figure or imagery (i.e., through

commercials and movies like An Inconvenient Truth or

The Day After Tomorrow) (Leiserowitz, 2004) or a dynamic

simulation (Dutt & Gonzalez, 2010). Our results show that

people like to act-now when they either experience or

read a written description of climate consequences that

communicates a high probability of climate consequences

occurring in the future. Thus, based upon our results, one

way to evoke visceral reactions of fear or a conscious

awakening is to present people with descriptions and

experiences of future climate consequences that make them

perceive these consequences as occurring with a high

probability in the future. In fact, Leiserowitz (2004) found

that a greater proportion of people who watched the

movie, The Day After Tomorrow, wanted to act now on

the climate problem than those who did not watch the

movie. Future research that applies JDM principles on

climate change would benefit by building upon the findings

of this study.
Copyright # 2010 John Wiley & Sons, Ltd.
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